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Abstract. On this work we focus on the problem of regression estimation
with quadratic loss. The setting used is the following: we observe pairs
(Xi, Yi)1≤i≤n independent in (X ,R), with no assumpation on X . We assume
that we have a (potentially very) large dictionary of functions fj : X → R for
1 ≤ j ≤ m and want to predict Y , for a new pair (X,Y ) with Y unknown, by

mX
j=1

αjfj(X)

for a value α ∈ Rm. We propose a general family of algorithms for that task.
This family is based on geometrical considerations: we build con�dence re-
gions for the optimal value (in a sense that we will de�ne) α and perform
orthogonal projections on this region to build reliable estimators. We prove
that a lot of estimators that have already been studied for this task (LASSO
and Group LASSO [3, 4], Dantzig selector [2], Iterative Feature Selection [1],
among others) belong to our general family of estimators. We also exhibit
another particular member of this family that will be called Correlation Selec-
tor in this presentation. Using general properties of our family of algorithm
we prove sparse oracle inequalities for these estimators, that means controls
on the excess risk of prediction of the estimator α̂ in terms of the number of
non-zero coe�cients αj . We also provide numerical simulations in order to
compare the numerical performances of these estimators on a toy example.
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