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There exists an enormous number of papers dealing with density estimation on [0, 1] with
L2-loss from n i.i.d. observations with unknown density s but most of them are restricted
(directly or indirectly) to bounded densities. For instance an Hölderian density on [0, 1] is
necessarily bounded and this is also the case for densities in Besov spaces Bα

p,∞([0, 1]) when
α > 1/p. This is no more true when α < 1/p which accounts for the fact that the problem
has rarely been considered in this case. Similar boundedness restrictions hold for papers on
model selection and aggregation of estimators.

The purpose of this talk is to elucidate the problem of estimating arbitrary densities s
belonging to L2([0, 1)]. We first show that, when s ∈ L∞([0, 1)] and the estimator ŝ is bound
to belong to some D-dimensional model S, the best universal (valid for arbitrary s and S)
risk bound we can expect is of the form

E
[
‖ŝ− s‖2

]
≤ C

[
inf
t∈S

‖t− s‖2 + n−1D‖s‖∞
]

,

which clearly indicates that problems may occur when s 6∈ L∞([0, 1)]. For instance, the mini-
max risk over a D-dimesional model may be infifnite. The situation is even more complicated
with many models.

We shall introduce a new method for model selection when the underlying density to be
estimated is arbitrary in L2([0, 1)], therefore possibly unbounded, with applications to esti-
mation selection, partition selection for histograms and adaptive estimation in Besov spaces
for α < 1/p. This method is fairly general since it can cope with arbitrary families of (pos-
sibly non-linear) finite dimensional models. As a counterpart, it is quite abstract since the
resulting estimators are purely theoretical ones, therefore providing only theoretical (rather
than practical) risk bounds. It nevertheless leads to results that are presently not reachable
by more concrete methods.
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