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A fundamental difficulty in model selection for high-dimensional regressions is
that the number of observations is much less than the number of candidate variables.
Recently, Zhao and Yu (2006) and Meinshausen and Buhlmann (2006) showed that
LASSO is consistent for variable selection when the number of candidate variables
grows exponentially fast with the number of observations. However, to show con-
sistency, these authors needed to impose the so called ”irrepresentable” condition,
which seems to be a rather stringent restriction. To avoid assuming this condition
yet still achieve consistency in high-dimensional regressions, we propose a two-stage
model selection criterion combining L2Boosting and a modified information criterion.
L2Boosting plays a key role in the first stage to screen variables, whereas the modi-
fied information criterion is used in the second stage to get a further refined set. A
theoretical justification of this two-stage criterion is given. In addition, simulations
in image sparse representations are used to illustrate the advantages of the proposed
approach. Finally the relative performance of LASSO and the proposed criterion is
presented through several numerical examples.
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