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Collinearity among regressors may make ordinary least squares (OLS) estimates unreliable and difficult
to interpret. This arises in electronic data recording where typically the number of regressors is larger than
the number of observations. It is well known that shrinkage methods, for instance ridge regression, Hoerl and
Kennard (1970, 1988), may lead to smaller prediction error.This error may be further be reduced by setting
some regression coefficients to zero and just using the resulting subset. More recently, the past decade has seen
the development of methods that simultaneously perform shrinkage and selection, including the non negative
garotte (Breiman, 1995), the lasso (Tibshirani, 1996) and the elastic net (Zou and Hastie, 2005), all giving
sparse predictors.

Here we introduce the lasso with positivity, a restricted version of Tibshirani’s lasso. This algorithm gives
sparse estimates by considering positivity constraints onthe regression coefficients. The positivity constraints
may be applied to ensure that the sign of the sparse coefficients is the same as the OLS estimate, and so this
simple algorithm still has rather general application. In many cases, the proposed algorithm gives the same
estimates as Tibshirani’s lasso and lars-lasso algorithm based on the least angle regression (Efron et al., 2004).

We extend the application of the positive lasso to constructa sparse version of canonical correlation
analysis (CCA). CCA describes the relationship between twomultidimensional variables, by finding linear
combinations of the variables with maximal correlation. The canonical variates can be obtained either by solv-
ing the eigenvalue equations for the covariance matrix or byusing an alternating least squares algorithm. We
propose a method of estimating canonical variates by combining the alternating least squares (ALS) algorithm
with the positivity constrained lasso or lars-lasso algorithm.

Properties of this method of estimating a sparse CCA and illustrative examples are given in the full
version of this paper.
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